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ABSTRACT: Digital signal processing is most important for handling all the electronic components and processes the 

signals. Computing devices knows only binary values. DSP is used to identify the signal, process it and covert into 

computer understandable format. Quantization is the process of generating error codes in distributed network and 

compare the result.  These papers propose an optimized quantization method to reduce the quantization error and reduce 

the communication cost. The communication cost is the important factor to set digital system. In our proposed method, 

we implement novel method in real time-hardware digital system in optimized way.  Real time systems are implemented 

using DSP hardware, FPGAs, GPUs and General purposes. We introduced windows based graphics instrument with DSP 

Processor.  In this model has network topology and iterative method for handling signal. Our results show the proposed 

method has efficient performance and minimizing quantization error with low budget design.  

KEY WORDS: Digital signal processing, distributed network, optimized quantization, topology, low budget design 

I. INTRODUCTION  

The signal processing provides many applications such as denosing, restoration, sensor computing and compression. All 

the signal process applications require distributed processing and well defined design. The computation is another 

important factory to deal signals, network data and performance. Chebyshev polynomials are used to process the signals 

and produce the comparison results. In this case, communication is constraint and limit precision factor. We need 

effective design to handle network data and signals with low budget model [1].  

The various factors are affecting the digital system but mainly focus on hardware components such as DSP board, circuit 

design, camera, sensor and microprocessor. Nowadays the usage of computing devices and utilization is very high. For 

example, over the five years, smart phones, tablets, GPUs and low cost microprocessor are in the market. Small 

configuration and coding leads different results. IoT design and components is playing vital role in different real time 

applications [2].  

This case, we identified very expensive and GPU process board are used for variety of applications. The investment and 

design cost are two important factors [3]. The platforms with professional DSP processor and development tools are 

used. This kind of modelling and programming are adopt changes and implementation are need in real time. In this paper 

divided into following sections, section II deals various related works, section 3 describes system model and descriptions, 

section 4 explains implementation, section 5 is conclusion and discussions. 

II. RELATED WORKS  

Quantized graph signal processing has linear prediction factor and provides graph based histogram results [4]. Isebela et 

al, the effect of quantization leads mitigating numerical effects, finite precision and filtering. This is central decision 

making phenomena and each hardware has specific feature. The design of digital system with finite precision and limited 

communication devices are the important characteristics. Another important factor is solving network error and quantized 

communication [5][6].  

Frossard et al, the quantizer performance is evaluated by using bounded messages. The mean square error and bit 

allocation are major consideration. The performance can be computed using uniform quantizer and the values are 

uniformly distributed [7]. The error propagates to all nodes and difficult to compute distributed delays. Here, general 

processing tasks are computed using quantization noise. 
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Wright et al, the computation of digital components can affect following reasons, 1. Purchase of own components and 

design, 2. The common platforms are used for all the computation.  So this case availability, affordability and suitability 

are considered and based on that we must take effective decision [8]. The above literatures and discussions, we design a 

novel digital system with less quantization error. This paper focuses a fully optimized bit allocation method and effective 

decision making capabilities [9].   

III. SYSTEM MODEL AND DESIGN  

We used windows DSK with programming kit for implementing our proposed model. Set of real-time hardware 

components with program support are used. Here windows based floating point texas interface, real-time DSP board and 

software are selected. DSP kit mentioned Ti C67 OMAP model are used connected distributed networks. The following 

figure 1 show that hardware component and DSP board 

 

Figure 1 Digital Design and DSP Board 

The above design is implemented in windows DSK model and each component is assembled. The software design is set 

in windows DSK application. The input coordinates are varies for comparing results. Code composer studio is enabled 

and integrated with DSP board.   In this case CCS codes and applied using object file format and load into the hardware.  

Here,  we demonstrate two characteristics 

1. Sampling and effect are determined using frequency rate 

2. Change the quantizer and memory values using bit allocation method in each per sample  

 

Figure 2 Input from various cluster and senor nodes 

The above figure 2 shows that cluster node and sensor values in different real time applications. Consider the network 

topology structure G is represented as vertex (V), edges (E)  and number of entries (W). i and j are node distance. By 

applying laplacian coordinate, D is a diagonal degree in each entries (W) and L =( 1 – (D-1)/2W) * N  

For applying graph function f, 

fmax = (1/N)∑ 𝐿(𝑖, 𝑗) ∗ 𝑊(𝑖,𝑗)𝑁𝑁−1𝑖=0,𝑗=0   
and calculate Quantizer rate q 
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q = (L-1)1/N + ∑ 𝑓(𝑖, 𝑗) +  𝑊(𝑖, 𝑗) −  ∑ 𝑓(𝑖 − 1, 𝑗 − 1) + 𝑊(𝑖 − 1, 𝑗 − 1)   𝑁−1𝑖=0,𝑗=0𝑁−1𝑖=0,𝑗=0  

This method L increases means the transmitted messages are increases and set fax. If the value reaches high 

means total error rate is also reduced. So the quantization error rate on each message can be represented as 

qm = |1/N| (∑ 𝑞𝑖 + (𝐿(𝑖) ∗ 𝑊(𝑖)𝑁−1𝑖=0 ) 

Our idea is to minimize the total quantization error in each budget design. So the qm values is tested in each 

iteration. It can be set as follows, 

qm minimize = |N| and |W| where as L can be calculated and start from i. 

Based on this iteration i, the distributed processing algorithms is efficient and produced high propagation results.  

IV. IMPLEMENTATION  

The above design is implemented in windows DSK platform and codes are applied using Code composer. The below 

figure show that windows DSK model with our design,  

 

Figure 3 WinDSK Code model and Design 

The following factors are considered and set in above winDSK, 1. Analyse the periodic signals, 2. Apply dual tone multi 

frequency signalling for finding signal to noise ratio, 3. Find impulse and practical implication in each stage, 4. Apply 

filtering method to find and remove noises, 5. Check various effect and quantizer rate. 

The performance of the quantizer is evaluated with first 50 nodes.  Each node values are quantized and uniformly 

distributed.  The random code is generated and applied laplacian functions is calculated.  Here the denoise factor is set as 

low pass values  t = 1,2,3,5,10,15 and apply chebyshev polynomial approximation with K.  The uniform distribution 

function is applied in each messages and number of bits is represented by  N. Optimized quantization method is applied 

and compare the results.  

 

 

 

 

 

 

 

Figure 4 Graph for Quantizer factor 100 and matrix density with number of bits N = 50 
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The above graph shows that after applying optimal bit allocation method provides good result and increase the filter rate 
without affecting hardware design. The optimized quantization method provides uniform distribution results and 
performance are notified in above graph.  The method is applied to increase the filler values, edges and entries without 
changing the hardware components.  

 

Figure 5 Optimized bit distribution factor results with/without uniform distribution 

Finally, we evaluate the efficiency using with and without uniform distribution. Here the bounding scheme is proposed 
and compare the results. We test the result by varying number bits and different time intervals. Based on above results 
our proposed method gives good efficiency with low budget design.  

V. CONCLUSION  

Digital signal processor, dedicated hardware, general purpose components are used in real time applications. We 
implemented low budget design DSP hardware for handling data and exposing results. We designed model with 
optimized quantization algorithm and bit allocation scheme. The windows DSK programming kit is used for designing 
and implementation. This tool is adopting changes and reconfigurable platform. So we changed the nodes and entries 
values with affecting our design. The performances are compared with uniform and non-uniform distribution factor. Also 
we changed quantization factor and results are compared. In future, the same design change quantizer factor and 
increases the nodes.  
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